
Why and how to use random forest variable

importance measures (and how you shouldn’t)

Carolin Strobl
Ludwig-Maximilians-Universität

München

Achim Zeileis
Wirtschaftsuniversität

Wien

Abstract

Random forests are becoming increasingly popular in many scientific fields, especially
in genetics and bioinformatics, for assessing the importance of predictor variables in high
dimensional settings. Advantages of random forests in these areas are that they can cope
with “small n large p” problems, complex interactions and even highly correlated predictor
variables. The talk gives a short introduction to the rationale of random forests and the their
variable importance measures as well as the two random forest implementations offered in
the R system for statistical computing: randomForest in the package of the same name by
Breiman et al. (2006) and cforest in the package party by Hothorn et al. (2008). Moreover,
recent research issues are addressed:

• Solutions are presented for bias in random forest variable importance measures towards,
e.g., predictor variables with many categories (Strobl, Boulesteix, Zeileis, and Hothorn
2007) and correlated predictor variables (Archer and Kimes 2008).

• Currently suggested tests for random forest variable importance measures (Breiman and
Cutler 2008; Rodenburg et al. 2008) are critically discussed in an outlook.
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